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Abstract Code smells are sub-optimal implementation choices applied by
developers that have the effect of negatively impacting, among others, the
change-proneness of the affected classes. Based on this consideration, in this
paper we conjecture that code smell-related information can be effectively
exploited to improve the performance of change prediction models, i.e., models
having the goal of indicating which classes are more likely to change in the
future. We exploit the so-called intensity index—a previously defined metric
that captures the severity of a code smell—and evaluate its contribution when
added as additional feature in the context of three state of the art change
prediction models based on product, process, and developer-based features. We
also compare the performance achieved by the proposed model with a model
based on previously defined antipattern metrics, a set of indicators computed
considering the history of code smells in files. Our results report that (i) the
prediction performance of the intensity-including models is statistically better
than the baselines and, (ii) the intensity is a better predictor than antipattern
metrics. We observed some orthogonality between the set of change-prone
and non-change-prone classes correctly classified by the models relying on
intensity and antipattern metrics: for this reason, we also devise and evaluate
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a smell-aware combined change prediction model including product, process,
developer-based, and smell-related features. We show that the F-Measure of
this model is notably higher than other models.

Keywords Change Prediction · Code Smells · Empirical Study

1 Introduction

During maintenance and evolution, software systems are continuously modified
in order to adapt them to changing needs (e.g., new platforms), improve their
performance, or rid them from potential bugs [70]. As a consequence, they
become more complex, possibly eroding the original design with a subsequent
reduction in their overall maintainability [102]. In this context, predicting the
low-quality source code components having a higher likelihood to change in the
future represents an important activity to enable developers to plan preventive
maintenance operations such as refactoring [44, 3, 145] or peer-code reviews
[9, 103, 15, 104]. For this reason, the research community proposed several
approaches in order to enable developers to control these changes [28, 36,
37, 47, 66, 71, 72, 110, 130, 151]. Such approaches are based on machine
learning models which exploit several predictors capturing product, process,
and developer-related features of classes.

Despite the good performance that these existing models have shown, re-
cent studies [63, 96] have explored new factors contributing to the change-
proneness of classes, finding that it is strongly influenced by the presence of
so-called bad code smells [44], i.e., sub-optimal design and/or implementation
choices adopted by practitioners during software development and mainte-
nance. Specifically, such studies have shown that smelly classes are signifi-
cantly more likely to be the subject of changes than classes not affected by
any design problem. Nevertheless, most of the changes done on these smelly
classes do not pertain to code smell refactoring [13, 99, 140].

Based on these findings, we empirically investigate the extent to which
smell-related information can actually be useful when considered in the con-
text of the prediction of change-prone classes, i.e., the prediction of a binary
value indicating whether a class is likely to be frequently changed in the fu-
ture: our conjecture is that the addition of a measure of code smell severity
can improve the performance of existing change prediction models, as it may
help in the correct assessment of the change-proneness of smelly classes. For
severity, we mean a metric able to quantify how much a certain code smell in-
stance is harmful for the design of a source code class. To test our conjecture,
we (i) add the intensity index defined by Arcelli Fontana et al. [41] in three
state of the art change prediction models based on product [151], process [36],
and developer-related metrics [28] and (ii) evaluate how much the new models,
including the intensity index, overcome the prediction capabilities of the base-
line models on 43 releases of 14 large systems. We also evaluate whether the
new change prediction models including the intensity index have better change
prediction than models built with alternative smell-related information such as
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the antipattern metrics defined by Taba et al. [128]. These metrics are able to
capture historical information on code smell instances (e.g., the recurrence of a
certain instance over time). The results show that the addition of the intensity
index significantly improves the performance of the baseline change prediction
models. Moreover, models including the intensity index have a higher accuracy
than the models including the alternative antipattern metrics.

We also observe that intensity and antipattern metrics are orthogonal,
i.e., the predictions made by the two models correctly identify the change-
proneness of different smelly classes. Given such an orthogonality, we then
further explore the possibility to improve change prediction models by devis-
ing a smell-aware combined approach that mixes together the features of the
models used, i.e., structural, process, developer-, and smell-related informa-
tion, with the aim of boosting the change-proneness prediction abilities. As a
result, we discovered that such a combined model overcomes the performance
of the other experimented models. To sum up, the contributions of this paper
are the following:

1. A large-scale empirical assessment of the role of the intensity index [41]
when predicting change-prone classes;

2. An empirical comparison between the capabilities of the intensity index
and the antipattern metrics defined by Taba et al. [128] in the context of
change prediction;

3. A novel smell-aware combined change prediction model, which has better
prediction performance than the other experimented models;

4. A replication package that includes all the raw data and working data sets
of our study [27].

Structure of the paper. Section 2 discusses the related literature on change
prediction models and code smells. Section 3 describes the design of the case
study aimed at evaluating the performance of the models, while Section 4
reports the results achieved. Section 5 discusses the threats to the validity
of our empirical study. Finally, Section 6 concludes the paper and outlines
directions for future work.

2 Related Work

Change-prone classes represent source code components that, for different rea-
sons, tend to change more often than others. This phenomenon has been widely
investigated by the research community [63, 64, 34, 19, 124, 96, 123] with the
aim of studying the factors contributing to the change-proneness of classes.
Among all these studies, Khomh et al. [63] showed that the presence of code
smells makes the affected classes more change-prone than non-smelly classes.
The results were later confirmed by several studies in the field [30, 86, 96, 125],
that pointed out how code smells represent a factor making classes more
change-prone. For instance, Palomba et al. [96] showed that classes affected
by code smells have a statistically significant higher change-proneness with



4 Gemma Catolino et al.

respect to classes not affected by code smells. Our work is clearly based on
these findings, and aims at providing additional evidence of how code smells
can be adopted to classify change-prone classes.

Motoring the classes that are more prone to change might help developers
to be aware of the presence of something wrong that might require some pre-
ventive maintenance operations (e.g., code review [9] or refactoring [44]) aimed
at improving the quality of the source code. In this regard, previous researchers
have intensely investigated the feasibility of machine learning techniques for
the identification of change-prone classes [28, 36, 37, 47, 66, 71, 72, 110, 151].
In the following, we discuss the advances achieved in the context of change
prediction models. At the same time, as this paper reports on the role of code
smell intensity, we also summarize the literature related to the detection and
prioritization of code smells.

2.1 Change Prediction Approaches

The most relevant body of knowledge related to change prediction tech-
niques is represented by the use of product and process metrics as indepen-
dent variables able to characterize the change-proneness of software artifacts
[2, 7, 23, 71, 72, 73, 137, 151]. Specifically, Romano et al. [110] relied on
code metrics for predicting change-prone so-called fat interfaces (i.e., poorly-
cohesive Java interfaces), while Eski et al. [37] proposed a model based on
both CK and QMOOD metrics [11] to estimate change-prone classes and to
determine parts of the source code that should be tested first and more deeply.

Conversely, Elish et al. [36] reported the potential usefulness of process
metrics for change prediction. In particular, they defined a set of evolution
metrics that describe the historical characteristics of software classes: for in-
stance, they defined metrics like the birth date of a class or the total amount
of changes applied in the past. As a result, their findings showed that a predic-
tion model based on those evolution metrics can overcome the performance of
structural-based techniques. These results were partially confirmed by Girba
et al. [47], who defined a tool that suggests change-prone code elements by
summarizing previous changes. In a small-scale empirical study involving two
systems, they observed that previous changes can effectively predict future
modifications.

More recently, Catolino et al. [28] have empirically assessed the role of
developer-related factors in change prediction. To this aim, they have stud-
ied the performance of three developer-based prediction models relying on (i)
entropy of development process [53], (ii) number of developers working on a
certain class [14], and (iii) structural and semantic scattering of changes [32],
showing that they can be more accurate than models based on product or
process metrics. Furthermore, they have also defined a combined model which
considers a mixture of metrics and that has shown to be up to 22% more
accurate than the previously defined ones.
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Our work builds upon the findings reported above. In particular, we study
to what extent the addition of information related to the presence and severity
of code smells can contribute to the performance of change prediction models
based on product, process, and developer-based metrics.

Another consistent part of the state of the art concerns with the use of
alternative methodologies to predict change-prone classes. For instance, the
combination of (i) dependencies mined from UML diagrams and code metrics
[51, 52, 112, 117, 118], and (ii) genetic and learning algorithms [74, 77, 105]
have been proposed. Finally, some studies focus on the adoption of ensemble
techniques for change prediction [25, 58, 67, 75]. In particular, Malhotra and
Khanna [75] have proposed a search-based solution to the problem, adopting
a Particle Swarm Optimization (PSO)-based classifier [58] for predicting the
change-proneness of classes. Malhotra and Khanna have conducted their study
on five Android application packages and the results encouraged the use of the
adopted solution for developing change prediction models. Kumar et al. [67]
have studied the correlation between 62 software metrics and the likelihood
of a class to change in the future. Afterwards, they build a change prediction
model considering eight different machine learning algorithms and two ensem-
ble techniques. The results have shown that with the application of feature
selection techniques, the change prediction models relying on ensemble clas-
sifiers can obtain better results. These results were partially contradicted by
Catolino and Ferrucci [25, 26], who empirically compared the performance of
three ensemble techniques (i.e., Boosting, Random Forest, and Bagging) with
the one of standard machine learning classifiers (e.g., , Logistic Regression) on
eight open source systems. The key results of the study showed how ensem-
ble techniques in some cases perform better than standard machine learning
approaches, however the differences among them is generally small.

2.2 Code Smell Detection and Prioritization

Fowler defined “bad code smells” (abbreviated as, “code smells” or simply
“smells”) as “symptoms of the presence of poor design or implementation
choices applied during the development of a software system” [44]. Starting
from there, several researchers heavily investigated (i) how code smells evolve
over time [99, 98, 107, 138, 139, 140], (ii) the way developers perceive them
[92, 129, 148], and (iii) what is their impact on non-functional attributes of
source code [1, 46, 61, 63, 89, 96, 122, 147, 90]. All these studies came up
with a shared conclusion: code smells negatively impact program comprehen-
sion, maintainability of source code, and development costs. In the scope of
this paper, the most relevant empirical studies are those reported by Khomh
et al. [63] and Palomba et al. [96], who explicitly investigated the impact of
code smells on software change proneness. Both the studies have reported that
classes affected by design flaws tend to change more frequently than classes
that are not affected by any code smell. Moreover, refactoring practices no-
tably help in keeping under control the change-proneness of classes. These
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studies motivate our work: indeed, following the findings on the influence of
code smells, we believe that the addition of information coming from the anal-
ysis of the severity of code smells can positively improves the performance
of change prediction models. As explained later in Section 5, we measure the
intensity rather than the simple presence/absence of smells because a severity
metric can provide us with a more fine-grained information on how much a
design problem is “dangerous” for a class.

Starting from the findings on the negative impact of code smells on source
code maintainability, the research community has heavily focused on devising
techniques able to automatically detect code smells. Most of these approaches
rely on a two-steps approach [62, 68, 78, 82, 84, 87, 136]: in the first one, a
set of structural code metrics are computed and compared against predefined
thresholds; in the second one, these metrics are combined using operators in
order to define detection rules. If the logical relationships expressed in such
detection rules are violated, a code smell is identified. While these approaches
already have good performance, Arcelli Fontana et al. [43] and Aniche et al.
[4] proposed methods to further improve it by discarding false positive code
smell instances or tailoring the thresholds of code metrics, respectively.

Besides structural analysis, the use of alternative sources of information
for smell detection has been proposed. Ratiu et al. [109] and Palomba et al.
[91, 93] showed how historical information can be exploited for detecting code
smells. These approaches are particularly useful when dealing with design is-
sues arising because of evolution problems (e.g., how a hierarchy evolves over
time). On the other hand, Palomba et al. [95, 101] have adopted Information
Retrieval (IR) methods [10] to identify code smells characterized by promis-
cuous responsibilities (Blob classes).

Furthermore, Arcelli Fontana et al. [6, 40] and Kessentini et al. [21, 59, 60,
113] have used machine learning and search-based algorithms to discover code
smells, pointing out that a training set composed of one hundred instances is
sufficient to reach very high values of accuracy. Nevertheless, recent findings
[33, 8] have shown that the performance of such techniques may vary depending
on the exploited dataset.

Finally, Morales et al. [83] proposed a developer-based approach that lever-
ages contextual information on the task a developer is currently working on to
recommend what are the smells that can be removed in the portion of source
code referring to the performed task, while Palomba et al. [100] have proposed
community smells, i.e., symptoms of the presence of social debt, as additional
predictors of the code smell severity.

In parallel with the definition of code smell detectors, several researchers
faced the problem of prioritizing code smell instances based on their harmful-
ness for the overall maintainability of a software project. Vidal et al. [144] de-
veloped a semi-automated approach that recommends a ranking of code smells
based on (i) past component modifications (e.g., number of changes during the
system history), (ii) important modifiability scenarios, and (iii) relevance of
the kind of smell as assigned by developers. In a follow-up work, the same



Improving Change Prediction Models with Code Smell-Related Information 7

authors introduced a new criteria for prioritizing groups of code anomalies as
indicators of architectural problems in evolving systems [143].

Lanza and Marinescu [68] have proposed a metric-based rules approach
in order to detect code smells, or identify code problems called disharmonies.
The classes (or methods) that contain a high number of disharmonies are
considered more critical. Marinescu [79] has also presented the Flaw Impact
Score, i.e., a measure of criticality of code smells that considers (i) negative
influence of a code smell on coupling, cohesion, complexity, and encapsulation;
(ii) granularity, namely the type of component (method or a class) that a
smell affects; and (iii) severity, measured by one or more metrics analyzing the
critical symptoms of the smell.

Murphy-Hill and Black [85] have introduced an interactive visualization
environment aimed at helping developers when assessing the harmfulness of
code smell instances. The idea behind the tool is to visualize classes like petals,
and a higher code smell severity is represented by a larger petal size. Other
studies have exploited developers’ knowledge in order to assign a level of sever-
ity with the aim to suggest relevant refactoring solutions [81], while Zhao and
Hayes [150] have proposed a hierarchical approach to identify and prioritize
refactoring operations based on predicted improvement to the maintainability
of the software.

Besides the prioritization approaches mentioned above, more recently Ar-
celli Fontana and Zanoni [39] have proposed the use of machine learning tech-
niques to predict code smell severity, reporting promising results. The same
authors have also proposed JCodeOdor [41], a code smell detector that is
able to assign a level of severity by computing the so-called intensity index,
i.e., the extent to which a set of structural metrics computed on smelly classes
exceed the predefined thresholds: the higher the distance between the actual
and the threshold values the higher the severity of a code smell instance. As
explained later (Section 3), in the context of our study we adopt JCodeOdor
since it has previously been evaluated on the dataset we exploited, reporting
a high accuracy [41]. This is therefore the best option we have to conduct our
work.

3 Research Methodology

In this section, we present the empirical study definition and design that we
follow to assess the addition of the code smell intensity index to existing change
prediction models.

3.1 Research Questions

The goal of the empirical study is to evaluate the contribution of the intensity
index in prediction models aimed at discovering change-prone classes, with the
purpose of understanding how much the allocation of resources in preventive
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Table 1: Characteristics of the Software Projects in Our Dataset.

System Releases Classes KLOCs % Change Cl. % Smelly Cl.
Apache Ant 5 83-813 20-204 24 11-16
Apache Camel 4 315-571 70-108 25 9-14
Apache Forrest 3 112-628 18-193 64 11-13
Apache Ivy 1 349 58 65 12
Apache Log4j 3 205-281 38-51 26 15-19
Apache Lucene 3 338-2,246 103-466 26 10-22
Apache Pbeans 2 121-509 13-55 37 21-25
Apache POI 4 129-278 68-124 22 15-19
Apache Synapse 3 249-317 117-136 26 13-17
Apache Tomcat 1 858 301 76 4
Apache Velocity 3 229-341 57-73 26 7-13
Apache Xalan 4 909 428 25 12-22
Apache Xerces 3 162-736 62-201 24 5-9
JEdit 5 228-520 39-166 23 14-22
Overall 43 24,630 84,612 26 15

maintenance tasks such as code inspection [9] or refactoring [44] might be im-
proved in a real use case. The quality focus is on the prediction performance
of models that include code smell-related information when compared to state
of the art, while the perspective is that of researchers, who want to evalu-
ate the effectiveness of using information about code smells when identifying
change-prone components. More specifically, the empirical investigation aims
at answering the following research questions:

– RQ1. To what extent does the addition of the intensity index as additional
predictor improve the performance of existing change prediction models?

– RQ2. How does the model including the intensity index as predictor com-
pare to a model built using antipattern metrics?

– RQ3. What is the gain provided by the intensity index to change prediction
models when compared to other predictors?

– RQ4. What is the performance of a combined change prediction model that
includes smell-related information?

As detailed in the next sections, the first research question (RQ1) is aimed
at investigating the contribution given by the intensity index within change
prediction models built using different types of predictors, i.e., product, pro-
cess, and developer-related metrics. In RQ2 we empirically compare models
relying on two different types of smell-related information, i.e., the intensity
index [41] and the antipattern metrics proposed by Taba et al. [128]. RQ3

is concerned with a fine-grained analysis aimed at measuring the actual gain
provided by the addition of the intensity metric within different change predic-
tion models. Finally, RQ4 has the goal to assess the performance of a change
prediction model built using a combination between smell-related information
and other product, process, and developer-related features.
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3.2 Context Selection

The context of the study is represented by the set of systems reported in Table
1. Specifically, we report (i) the name of the considered projects, (ii) the num-
ber of releases for each of them, (iii) their size (min-max) in terms of minimum
and maximum number of classes and KLOCs across the considered releases,
(iv) the percentage (min-max) of change-prone classes (identified as explained
later), and (iv) the percentage (min-max) of classes affected by design prob-
lems (detected as explained later). Overall, the dataset contains 43 releases of
14 projects, accounting for a total of 24,630 source code files.

We have built this in three steps. First, we have exploited the dataset made
available by Jureczko and Madeyski [56], which contains (i) meta-information
(e.g., links to Github repositories) and (ii) the values of 20 code metrics (some
of those were later used to build the structural baseline model - see Section
3.3.2). The selection of this dataset is driven by its availability and by the
fact that some metrics are already available; moreover, the dataset contains
information related to several releases as well as meta-information that has
eased the mining process aimed at enriching the dataset with further metrics
and change-proneness information.

On top of the dataset by Jureczko and Madeyski [56], for each release we
have then computed other metrics required to answer our research questions,
as described in Section 3.3.2, i.e., (i) product metrics of the structural model
that are not available in the original dataset, (ii) process metrics of the model
by Elish et al. [36], and (iii) scattering metrics of the model by Di Nucci et
al. [32]. Furthermore, we run the identification of the change-prone classes, as
indicated by Romano et al. [110] (see Section 3.3.3).

When computing the additional metrics we used the meta-information con-
tained in the dataset by Jureczko and Madeysky [56] to make sure to use
exactly the same set of classes. This meta-information contains the full qual-
ifiers of all classes of the considered systems (for all the releases). Using such
meta-information, we could precisely retrieve the classes on which to apply our
measurements. It is important to note that the starting dataset of Jureczko
and Madeyski [56] was originally hosted on the Promise repository [80]1. As
reported by Shepperd et al. [119], such dataset may contain noise and/or erro-
neous entries that possibly negatively influence the results. To account for this
aspect, before running our experiments we have performed a data cleaning on
the basis of the algorithm proposed by Shepperd et al. [119], which consists
of 13 corrections able to remove identical features, features with conflicting
or missing values, etc. During this step, we have removed 58 entries from the
original dataset. To enable the replication of our work, we have made available
the entire enlarged dataset that we have built in the context of our study [27].

As for the code smells, our investigation copes with six types of design
problems, namely:

1 Up to date, the dataset is not available anymore on the repository.
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– God Class (a.k.a., Blob): A poorly cohesive class that implements different
responsibilities;

– Data Class: A class whose only purpose is holding data;
– Brain Method : A large method implementing more than one function, being

therefore poorly cohesive;
– Shotgun Surgery : A class where every change triggers many little changes

to several other classes;
– Dispersed Coupling : A class having too many relationships with other

classes of the project;
– Message Chains: A method containing a long chain of method calls.

The choice of focusing on these specific smells is driven by two main
aspects: (i) on the one hand, we have taken into account code smells
characterizing different design problems (e.g., excessive coupling vs poorly
cohesive classes/methods) and having different granularities; (ii) on the other
hand, as explained in the next section, we can rely on a reliable tool to prop-
erly identify and compute their intensity in the classes of the exploited dataset.

3.3 RQ1 - The contribution of the Intensity Index

The goal of the first research question is aimed at investigating the contribu-
tion given by the intensity index within change prediction models built using
different types of predictors, i.e., product, process, and developer-related met-
rics. To answer our first research question, we need to (i) identify code smells
in the subject projects and compute their intensity, and (ii) select a set of
existing change prediction models to which to add the information on the in-
tensity of code smells. Furthermore, we proceed with the training and testing
of the built change prediction models. The following subsections detail the
process that we have conducted to perform such steps.

3.3.1 Code Smell Intensity Computation

To compute the severity of code smells in the context of our work we have
used JCodeOdor [41], a publicly available tool that is able to both identify
code smells and assign them a degree of severity by computing the so-called
intensity index. Such an index is represented by a real number contained in
the range [0, 10]. Our choice to use this tool was driven by the following
observations. JCodeOdor works with all the code smells that we consider in
our work. Moreover, it is fully automated, meaning that it does not require
any human intervention while computing the intensity of code smells. Finally,
it is highly accurate: in a previous work by Palomba et al. [97] the tool has
been empirically assessed on the same dataset adopted in our context, showing
an F-Measure of 80%. For these reasons, we believe that JCodeOdor was the
best option we had to conduct our study.



Improving Change Prediction Models with Code Smell-Related Information 11

Table 2: Code Smell Rules Strategies (the complete names of the metrics are given in Table 3
and the explanation of the rules in Table 4)

Code Smells Detection Strategies: LABEL(n)→ LABEL has value n for that smell

God Class LOCNAMM ≥ HIGH(176) ∧ WMCNAMM ≥ MEAN(22) ∧ NOM-
NAMM ≥ HIGH(18) ∧ TCC ≤ LOW(0.33) ∧ ATFD ≥ MEAN(6)

Data Class WMCNAMM ≤ LOW(14) ∧ WOC ≤ LOW(0.33) ∧ NOAM ≥
MEAN(4) ∧ NOPA ≥ MEAN(3)

Brain Method (LOC ≥ HIGH(33) ∧ CYCLO ≥ HIGH(7) ∧ MAXNESTING ≥
HIGH(6)) ∨ (NOLV ≥ MEAN(6) ∧ ATLD ≥ MEAN(5))

Shotgun Surgery CC ≥ HIGH(5) ∧ CM ≥ HIGH(6) ∧ FANOUT ≥ LOW(3)

Dispersed Coupling CINT ≥ HIGH(8) ∧ CDISP ≥ HIGH(0.66)

Message Chains MaMCL ≥ MEAN(3) ∨ (NMCS ≥ MEAN(3) ∧ MeMCL ≥ LOW(2))

From a technical point of view, given the set of classes composing a certain
software system the tool performs two basic steps to compute the intensity of
code smells:

1. Detection Phase. Given a software system as input, the tool starts by de-
tecting code smells relying on the detection rules reported in Table 2.
Basically, each rule is represented by a logical composition of predicates,
and each predicate is based on an operator that compares a metric with
a threshold [68, 94]. Such detection rules are similar to those defined by
Lanza and Marinescu [68], who have used the set of code metrics described
in Table 3 to identify the six code smell types in our study. To ease the
comprehension of the detection approach, Table 4 describes the rationale
behind these detection rules.
A class/method of a project is marked as smelly if one of the logical propo-
sitions shown in Table 2 is true, i.e., if the actual metrics computed on the
class/method exceed the threshold values defined in the detection strat-
egy. It is worth pointing out that the thresholds used by JCodeOdor
have been empirically calibrated on 74 systems belonging to the Quali-
tas Corpus dataset [134] and are derived from the statistical distribution
of the metrics contained in the dataset [41, 42].

2. Intensity Computation. If a class/method is identified by the tool as smelly,
the actual value of a given metric used for the detection will exceed the
threshold value, and it will correspond to a percentile value on the metric
distribution placed between the threshold and the maximum observed value
of the metric in the system under analysis. The placement of the actual
metric value in that range represents the “exceeding amount” of a metric
with respect to the defined threshold. Such “exceeding amounts” are then
normalized in the range [0,10] using a min-max normalization process [135]:
specifically, this is a feature scaling technique where the values of a numeric
range are reduced to a scale between 0 and 10. To compute z, i.e., the
normalized value, the following formula is applied:
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Table 3: Metrics used for Code Smells Detection

Short Name Long Name Definition

ATFD Access To Foreign
Data

The number of attributes from unrelated classes be-
longing to the system, accessed directly or by invoking
accessor methods.

ATLD Access To Local
Data

The number of attributes declared by the current
classes accessed by the measured method directly or
by invoking accessor methods.

CC Changing Classes The number of classes in which the methods that call
the measured method are defined in.

CDISP Coupling Disper-
sion

The number of classes in which the operations called
from the measured operation are defined, divided by
CINT.

CINT Coupling Intensity The number of distinct operations called by the mea-
sured operation.

CM Changing Methods The number of distinct methods that call the mea-
sured method.

CYCLO McCabe Cyclo-
matic Complexity

The maximum number of linearly independent paths
in a method. A path is linear if there is no branch in
the execution flow of the corresponding code.

FANOUT Number of called classes.
LOC Lines Of Code The number of lines of code of an operation or of a

class, including blank lines and comments.
LOCNAMM Lines of Code

Without Acces-
sor or Mutator
Methods

The number of lines of code of a class, including blank
lines and comments and excluding accessor and muta-
tor methods and corresponding comments.

MaMCL Maximum Message
Chain Length

The maximum length of chained calls in a method.

MAXNESTING Maximum Nesting
Level

The maximum nesting level of control structures
within an operation.

MeMCL Mean Message
Chain Length

The average length of chained calls in a method.

NMCS Number of Mes-
sage Chain State-
ments

The number of different chained calls in a method.

NOAM Number Of Acces-
sor Methods

The number of accessor (getter and setter) methods of
a class.

NOLV Number Of Local
Variables

Number of local variables declared in a method. The
method’s parameters are considered local variables.

NOMNAMM Number of Not Ac-
cessor or Mutator
Methods

The number of methods defined locally in a class,
counting public as well as private methods, exclud-ing
accessor or mutator methods.

* NOMNAMM Number of Not Ac-
cessor or Mutator
Methods

The number of methods defined locally in a class,
counting public as well as private methods, excluding
accessor or mutator methods.

NOPA Number Of Public
Attributes

The number of public attributes of a class.

TCC Tight Class Cohe-
sion

The normalized ratio between the number of meth-
ods directly connected with other methods through
an instance variable and the total number of possi-
ble connections between methods. A direct connection
between two methods exists if both access the same in-
stance variable directly or indirectly through a method
call. TCC takes its value in the range [0,1].

WMCNAMM Weighted Methods
Count of Not Ac-
cessor or Mutator
Methods

The sum of complexity of the methods that are defined
in the class, and are not accessor or mutator meth-
ods. We compute the complexity with the Cyclomatic
Complexity metric (CYCLO).

WOC Weight Of Class The number of “functional” (i.e., non-abstract, non-
accessor, non-mutator) public methods divided by the
total number of public members.
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Table 4: Code Smell Detection Rationale and Details

Clause Rationale

G
o
d

C
la

ss

LOCNAMM ≥ HIGH Too much code. We use LOCNAMM instead of LOC, be-
cause getter and setter methods are often generated by the
IDE. A class that has getter and setter methods, and a class
that has not getter and setter methods, must have the same
“probability” to be detected as God Class.

WMCNAMM ≥ MEAN Too much work and complex. Each method has a minimum
cyclomatic complexity of one, hence also getter and setter
add cyclomatic complexity to the class. We decide to use a
complexity metric that excludes them from the computation.

NOMNAMM ≥ HIGH Implements a high number of functions. We exclude getter
and setter because we consider only the methods that effec-
tively implement functionality of the class.

TCC ≤ LOW Functions accomplish different tasks.
ATFD ≥ MEAN Uses many data from other classes.

D
a
ta

C
la

ss

WMCNAMM ≤ LOW Methods are not complex. Each method has a minimum cy-
clomatic complexity of one, hence also getter and setter add
cyclomatic complexity to the class. We decide to use a com-
plexity metric that exclude them from the computation.

WOC ≤ LOW The class offers few functionalities. This metrics is com-
puted as the number of functional (non-accessor) public
methods, divided by the total number of public methods.
A low value for the WOC metric means that the class offers
few functionalities.

NOAM ≥ MEAN The class has many accessor methods.
NOPA ≥ MEAN The class has many public attributes.

B
ra

in
M

et
h

o
d LOC ≥ HIGH Too much code.

CYCLO ≥ HIGH High functional complexity
MAXNESTING ≥ HIGH High functional complexity. Difficult to understand.
NOLV ≥ MEAN Difficult to understand. More the number of local variable,

more the method is difficult to understand.
ATLD ≥ MEAN Uses many of the data of the class. More the number of

attributes of the class the method uses, more the method is
difficult to understand.

S
h

o
t.

S
u

rg
. CC ≥ HIGH Many classes call the method.

CM ≥ HIGH Many methods to change.
FANOUT ≥ LOW The method is subject to being changed. If a method in-

teracts with other classes, it is not a trivial one. We use
the FANOUT metric to refer Shotgun Surgery only to those
methods that are more subject to be changed. We exclude
for example most of the getter and setter methods.

D
is

.
C

o
u

p
.

CINT ≥ HIGH The method calls too many other methods. With CINT met-
ric, we measure the number of distinct methods called from
the measured method.

CDISP ≥ HIGH Calls are dispersed in many classes. With CDISP metric,
we measure the dispersion of called methods: the number
of classes in which the methods called from the measured
method are defined in, divided by CINT.

M
es

s.
C

h
a
in

MaMCL ≥ MEAN Maximum Message Chain Length. A Message Chains has a
minimum length of two chained calls, because a single call is
trivial. We use the MaMCL metric to find out the methods
that have at least one chained call with a length greater than
the mean.

NMCS ≥ MEAN Number of Message Chain Statements. There can be more
Message Chain Statement: different chains of call. More the
number of Message Chain Statements, more the method is
interesting respect to Message Chains code smell.

MeMCL ≥ LOW Mean of Message Chain Length. We would find out non-
trivial Message Chains, so we need always to check against
the Message Chain Statement length.
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z = [
x−min(x)

max(x)−min(x)
] · 10 (1)

where min and max are the minimum and maximum values observed in
the distribution. This step enables to have the “exceeding amount” of each
metric in the same scale. To have a unique value representing the intensity
of the code smell affecting the class, the mean of the normalized “exceeding
amounts” is computed.

3.3.2 Selection of Basic Prediction Models

Our conjecture is concerned with the gain given by the addition of information
on the intensity of code smells within existing change prediction models. To
test such a conjecture, we need to identify the state of the art techniques
to which to add the intensity index: we have selected three models based on
product, process, and developer-related metrics that have been shown to be
accurate in the context of change prediction [28, 32, 36, 151].

Product Metrics-based Model. The first baseline is represented by the
change prediction model devised by Zhou et al. [151]. It is composed of a set
of metrics computed on the basis of the structural properties of source code:
these are cohesion (i.e., the Lack of Cohesion of Method — LCOM), coupling
(i.e., the Coupling Between Objects — CBO — and the Response for a Class
— RFC), and inheritance metrics (i.e., the Depth of Inheritance Tree — DIT).
To actually compute these metrics, we rely on a publicly available and widely
used tool originally developed by Spinellis [126]. In the following, we refer to
this model as SM, i.e., Structural Model.

Process Metrics-based Model. In their study, Elish et al. [36] have reported
that process metrics can be exploited as better predictors of change-proneness
with respect to structural metrics. For this reason, our second baseline is the
Evolution Model (EM) proposed by Elish et al. [36]. More specifically, this
model relies on the metrics shown in Table 5, which capture different aspects
of the evolution of classes, e.g., the weighted frequency of changes or the first
time changes introduced. To compute these metrics, we have adopted the
publicly available tool that was previously developed by Catolino et al. [28].
In the following, we refer to this model as PM, i.e., Process Model.

Developer-Related Model. In our previous work [28], we have demon-
strated how developer-related factors can be exploited within change predic-
tion models since they provide orthogonal information with respect to product
and process metrics that takes into account how developers perform modifica-
tions and how complex the development process is. Among the developer-based
models available in the literature [14, 32, 53], in this paper we rely on the De-
veloper Changes Based Model (DCBM) devised by Di Nucci et al. [32], as it
has been shown to be the most effective one in the context of change predic-
tion. Such a model uses as predictors the so-called structural and semantic
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Table 5: Independent variables considered by Elish et al.

Acronym Metric
BOC Birth of a Class
FCH First Time Changes Introduced to a Class
FRCH Frequency of Changes
LCH Last Time Changes Introduced to a Class
WCD Weighted Change Density
WFR Weighted Frequency of Changes
TACH Total Amount of Changes
ATAF Aggregated Change Size Normalized by

Frequency of Change
CHD Change Density
LCA Last Change Amount
LCD Last Change Density
CSB Changes since the Birth
CSBS Changes since the Birth Normalized by

Size
ACDF Aggregated Change Density Normalized

by Frequency of Change
CHO Change Occurred

scattering of the developers that worked on a code component in a given time
period α. Specifically, for each class c, the two metrics are computed as follows:

StrScatPredc,α =
∑

d∈developersc,α

StrScatd,α (2)

SemScatPredc,α =
∑

d∈developersc,α

SemScatd,α (3)

where developersc,α represents the set of developers that worked on the class
c during a certain period α, and the functions StrScatd,α and SemScatd,α
return the structural and semantic scattering, respectively, of a developer d in
the time window α. Given the set CHd,α of classes changed by a developer d
during a certain period α, the formula of structural scattering of a developer
is:

StrScatd,α = |CHd,α| × average
∀ci,cj∈CHd,α

[dist(ci, cj)] (4)

where dist is the distance in number of packages from class ci to class cj . The
structural scattering is computed by applying the shortest path algorithm on
the graph representing the system’s package structure. The higher the measure,
the higher the estimated developer’s scattering, this means that if a developer
applies several changes in different packages in a certain time period, the value
of structural scattering will be high.

Regarding the semantic scattering of a developer, it is based on the textual
similarity of the classes changed by a developer in a certain period α and it is
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computed as:

SemScatd,α = |CHd,α| ×
1

average
∀ci,cj∈CHd,α

[sim(ci, cj)]
(5)

where the sim function returns the textual similarity between classes ci and cj
according to the measurement performed using the Vector Space Model (VSM)
[10]. The metric ranges between zero (no textual similarity) and one (if the
representation of two classes using VSM is equal). Specifically, a developer can
apply several changes within the same package (obtaining a value of structural
scattering equal to 0), but could have a high value of semantic scattering since
there is a low textual similarity between the pairs of classes contained in this
package (where the developer has applied changes).

In our study, we set the parameter α of the approach as the time window
between two releases R− 1 and R, as done in previous work [97]. To compute
the metrics, we rely on the implementation provided by Di Nucci et al. [32].

It is important to note that all the baseline models, including the model
to which we have added the intensity index, might be affected by multi-
collinearity [88], which occurs when two or more independent variables are
highly correlated and can be predicted one from the other, thus possibly lead-
ing to a decrease of the prediction capabilities of the resulting model [120, 132].
For this reason, we decided to use the Vif (Variance inflation factors) function
[88] implemented in R2 to discard redundant variables. Vif is based on the
square of the multiple correlation coefficient resulting from regressing a pre-
dictor variable against all other predictor variables. If a variable has a strong
linear relationship with at least one other variable, the correlation coefficient
would be close to 10, and VIF for that variable would be large. As indicated
by previous work [35, 149], a VIF greater than 10 is a signal that the model
has a collinearity problem. The square root of the variance inflation factor
indicates how much larger the standard error is, compared with what it would
be if that variable were uncorrelated with the other predictor variables in the
model. Based on this information, we could understand which metric produced
the largest standard error, thus enabling the identification of the metric that
is better to drop from the model [88].

3.3.3 Dependent Variable

Our dependent variable is represented by the actual change-proneness of the
classes in our dataset. As done in most of the previous work in literature
[28, 36, 151], we have adopted a within-project strategy, meaning that we
compute the change-proneness of classes for each project independently. To
compute it, we have followed the guidelines provided by Romano et al. [110],
who consider a class as change-prone if, in a given time period TW, it under-
went a number of changes higher than the median of the distribution of the

2 http://cran.r-project.org/web/packages/car/index.html



Improving Change Prediction Models with Code Smell-Related Information 17

Table 6: Changes extracted by ChangeDistiller while computing the change-proneness.
‘X’ symbols indicate the types we considered in our study.

ChangeDistiller Our Study
Statement-level changes
Statement Ordering Change X
Statement Parent Change X
Statement Insert X
Statement Delete X
Statement Update X
Class-body changes
Insert attribute X
Delete attribute X
Declaration-part changes
Access modifier update X
Final modifier update X
Declaration-part changes
Increasing accessibility change X
Decreasing accessibility change X
Final Modified Insert X
Final Modified Delete X
Attribute declaration changes
Attribute type change X
Attribute renaming change X
Method declaration changes
Return type insert X
Return type delete X
Return type update X
Method renaming X
Parameter insert X
Parameter delete X
Parameter ordering change X
Parameter renaming X
Class declaration changes
Class renaming X
Parent class insert X
Parent class delete X
Parent class update X

number of changes experienced by all the classes of the system. In particular,
for each pair of commits (ci, ci+1) of TW we run ChangeDistiller [38], a
tree differencing algorithm able to extract the fine-grained code changes be-
tween ci and ci+1. Table 6 reports the entire list of change types identified
by the tool. As it is possible to observe, we have considered all of them while
computing the number of changes. It is worth mentioning that the tool ig-
nores white space-related differences and documentation-related updates: in
this way, it only considers the changes actually applied on the source code.
More importantly, ChangeDistiller is able to identify rename refactoring
operations: this means that we could handle cases where a class was modified
during the change history, thus not biasing the correct counting of the number
of changes. In our study, the time window TW represents the time between
two subsequent releases. While for most of the projects in our dataset we have
more than one release, for Apache Ivy and Apache Tomcat we only have
one release. In these cases, we computed the dependent variable looking at
the time window between the versions used in the study and the correspond-
ing subsequent versions of the systems, so that we could treat these systems
exactly in the same way as the others contained in the dataset and compute
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the change-proneness values. Note that, as for the independent variables, we
compute them considering the release before the one where the dependent vari-
able was computed, i.e., we computed the independent variables between the
releases Ri−1 and Ri, while the change-proneness was computed between Ri
and Ri+1: in this way, we avoid biases due to the computation of the change-
proneness in the same periods as the independent ones. The dataset with the
oracle is available in the online appendix [27].

3.3.4 Experimented Machine Learning Models

To answer RQ1, we built two prediction models for each baseline: the first
does not include the intensity index as predictor, thus relying on the original
features only; the second model includes the intensity index as an additional
predictor. Using this procedure, we experiment with 6 different models, and
we can control the actual amount of improvement given by the intensity index
with respect to the baselines (if any). It is worth remarking that, for non-smelly
classes, the intensity value is set to 0.

3.3.5 Classifier Selection

Different machine learning classifiers have been proposed in the literature
to distinguish change-prone and non-change-prone classes (e.g., Romano and
Pinzger [110] have adopted Support Vector Machines [20], while Tsantalis et
al. [137] have relied on Logistic Regression [69]): based on the results of pre-
vious studies, there seems not to be a classifier that provides the best overall
solution for all situations. For this reason, in our work we experimented the
different change prediction models with different classifiers, i.e., ADTree [146],
Decision Table Majority [65], Logistic Regression [29], Multilayer Perceptron
[111], Naive Bayes [55], and Simple Logistic Regression[106]. Overall, for all
considered models the best results in terms of F-measure (see Section 3.3.7 for
the evaluation metrics) are obtained using the Simple Logistic Regression. In
the remaining of the paper, we only report the results that we have obtained
when using this classifier, while a complete report of the performance of other
classifiers is available online [27].

3.3.6 Validation Strategy

As for validation strategy we adopt 10-Fold Cross Validation [127]. Using it,
each experimented prediction model has been trained and evaluated as fol-
lows. For each project considered in our study, the validation methodology
randomly partitions the available set of data into 10 folds of equal size, apply-
ing a stratified sampling, i.e., all the folds have a similar proportion of change-
and non-change-prone classes. Then, a single fold is used as test set, while the
remaining ones are used to train the change prediction model under exami-
nation. The process is repeated 10 times, using each time a different fold as
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test set: therefore, at the end of the process the experimented model outputs
a prediction for each class of each project. Finally, the performance of the
model is reported using the mean achieved over the ten runs. It is important
to note that we have repeated the 10-fold validation 100 times (each time with
a different seed) to cope with the randomness arising from using different data
splits [50].

3.3.7 Evaluation Metrics

To measure and compare the performance of the models, we compute two well-
known metrics such as precision and recall [10], which are defined as follow:

precision =
TP

TP + FP
recall =

TP

TP + TN
(6)

where TP is the number of true positives, TN the number of true negatives,
and FP the number of false positives. To have a unique value representing the
goodness of the model, we compute the F-Measure, i.e., the harmonic mean
of precision and recall:

F -Measure = 2 ∗ precision ∗ recall
precision+ recall

(7)

Moreover, we consider another indicator: the Area Under the Receiver Op-
erating Characteristic Curve (AUC-ROC) metric [22]. A ROC curve is a graph
showing the performance of a classification model at all classification thresh-
olds. The AUC measures the entire two-dimensional area underneath the entire
ROC curve. This metrics quantifies the overall ability of a change prediction
model to discriminate between change-prone and non-change-prone classes:
the closer the AUC-ROC to 1 the higher the ability of the classifier, while the
closer the AUC-ROC to 0.5 the lower its accuracy. In other words, this met-
ric can quantify how robust the model is when discriminating the two binary
classes.

In addition, we compare the performance achieved by the experimented
prediction models from a statistical point of view. As we need to perform
multiple comparisons among the performance of the considered models over
multiple datasets, exploiting well-known and widely-adopted tests like, for
instance, the Mann-Whitney test [76] is not recommended because of two
main reasons: (i) the performance of a machine learner can vary between one
dataset and another [131, 133]; (ii) the interpretation of the results might be
biased because of overlapping problems, in other words the possibility for one
or more treatments to be classified in more than one group: this aspect might
cause serious issues for the experimenter to really distinguish the real groups to
which the means should belong [115]. To overcome these problems, we exploit
the Scott-Knott Effect Size Difference test [133].

This is an effect-size aware version of the original Scott-Knott test [115].
More specifically, this algorithm implements a two-step analysis: first, it hier-
archically clusters treatments into distinct groups, meaning that there is no
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possibility of one or more treatments to be classified in more than one group;
secondly, the means of the clusters are compared to understand whether they
are statistically different. The major benefits provided by the application of
the effect-size aware test designed by Tantithamthavorn et al. [133] are that
the algorithm (i) hierarchically clusters the set of treatment means into sta-
tistically distinct groups, (ii) corrects the non-normal distribution of a dataset
if needed, and (iii) merges two statistically distinct groups in case their ef-
fect size—measured using Cliff’s Delta (or d) [48]—is negligible, so that the
creation of trivial groups is avoided. To perform the test, we rely on the im-
plementation3 provided by Tantithamthavorn et al. [133]. It is important to
note that recently Herbold [54] has discussed the implications as well as the
impact of the normality correction of Scott-Knott ESD test, concluding that
this correction does not necessarily lead to the fulfilment of the assumptions
of the original Scott-Knott test and may cause problems with the statistical
analysis. The author has also proposed a modification to the original imple-
mentation of the test that can overcome the identified problems. In response to
these comments, Tantithamthavorn et al. have followed the recommendations
provided and modified the implementation of the Scott-Knott ESD test: we
made sure to use the latest version of the algorithm, available in the version
v1.2.2 of the R package.

3.4 RQ2 - Comparison between Intensity Index and Antipattern Metrics

In RQ2 our goal is to compare the performance of change prediction models
relying on the intensity index against the one achieved by models exploiting
other existing smell-related metrics. In particular, the comparison is done con-
sidering the so-called antipattern metrics, which have been defined by Taba
et al. [128]: these metrics aimed at capturing different aspects related to the
maintainability of classes affected by code smells. More specifically:

– the Average Number of Antipatterns (ANA) computes how many code
smells were in the previous releases of a class over the total number of
releases. This metric is based on the assumption that classes that have
been more prone to be smelly in the past are somehow more prone to be
smelly in the future. More formally, ANA is computed as follows. For each
file f ∈ S (System):

ANA(f ) =
1

n
∗

n∑
i=1

NAP (f i), (8)

where NAP (f i) represents the total number of antipatterns in past change
prone version f i (i ∈ {1...n}), and n is the total number of versions in the
history of f and f = fn.

3 https://github.com/klainfo/ScottKnottESD
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– the Antipattern Complexity Metric (ACM) computes the entropy of
changes involving smelly classes. Such entropy refers to the one originally
defined by Hassan [53] in the context of defect prediction. The conjecture
behind its use relates to the fact that a more complex development process
might lead to the introduction of code smells. The specific formula leading
to its computation is:

ACM (f ) =

n∑
i=1

p(f i) ∗H i , (9)

where Hi represents the Shannon entropy as computed by Hassan [53], p is
the probability of having antipatterns in file f , and n is the total number
of versions in the history of f and f = fn.

– the Antipattern Recurrence Length (ARL) measures the total number of
subsequent releases in which a class has been affected by a smell. This
metric relies on the same underlying conjecture as ANA, i.e., the more a
class has been smelly in the past the more it will be smelly in the future.
Formally:

ARL(f ) = rle(f ) ∗ e
1
n ∗(c(f )+b(f )), (10)

where n is the total number of versions in the history of f , c(f) is the
number of ”changy” versions in the history of file f in which f has at least
one antipattern, b(f) < n is the ending index of the longest consecutive
stream of antipatterns in ”changy” versions of f , and rle(f) is the maxi-
mum length of the longest consecutive stream of antipatterns in the history
of f .

To compute these metrics, we have employed the tool developed and made
available by Palomba et al. [97]. Then, as done in the context of RQ1, we
plugged the antipattern metrics into the experimented baselines, applying the
Variance inflation factor (Vif) and assessing the performance of the resulting
change prediction models using the same set of evaluation metrics described in
Section 3.3.7, i.e., F-Measure and AUC-ROC. Finally, we statistically compare
the performance with the one obtained by the models including the intensity
index as predictor.

Besides the comparison in terms of evaluation metrics, we also analyze the
extent to which the two types of models are orthogonal with respect to the
classification of change-prone classes. This was done with the aim of assessing
whether the two models, relying on different smell-related information, can
correctly identify the change-proneness of different classes. More formally, let
mint be the model built plugging in the intensity index; let mant be the model
built by considering the antipattern metrics, we compute the following overlap
metrics on the set of smelly and change-prone instances of each system:

TPmint∩mant =
|TPmint ∩ TPmant |
|TPmint ∪ TPmant |

% (11)



22 Gemma Catolino et al.

TPmint\mant =
|TPmint \ TPmant |
|TPmint ∪ TPmant |

% (12)

TPmant\mint =
|TPmant \ TPmint |
|TPmant ∪ TPmint |

% (13)

where TPmint represents the set of change-prone classes correctly classified by
the prediction model mint, while TPmant is the set of change-prone classes cor-
rectly classified by the prediction model mant. The TPmint∩mant metric mea-
sures the overlap between the sets of true positives correctly identified by both
models mint and mant, TPmint\mant measures the percentage of change-prone
classes correctly classified by mint only and missed by mant, and TPmant\mint
measures the percentage of change-prone classes correctly classified by mant

only and missed by mint.

3.5 RQ3 - Gain Provided by the Intensity Index

The goal of this question is to analyze the actual gain provided by the addition
of the intensity metric within different change prediction models. To this aim,
we conduct a fine-grained investigation aimed at measuring how important
the intensity index is with respect to other features (i.e., product, process,
developer-related, and antipattern metrics) composing the considered models.
We use an information gain algorithm [108] to quantify the gain provided by
adding the intensity index in each prediction model. In our context, this al-
gorithm ranks the features of the models according to their ability to predict
the change-proneness of classes. More specifically, let M be a change predic-
tion model, let P = {p1, . . . , pn} be the set of predictors composing M , an
information gain algorithm [108] applies the following formula to compute a
measure which defines the difference in entropy from before to after the set M
is split on an attribute pi:

InfoGain(M,pi) = H(M)−H(M |pi) (14)

where the function H(M) indicates the entropy of the model that includes the
predictor pi, while the function H(M |pi) measures the entropy of the model
that does not include pi. Entropy is computed as follow:

H(M) = −
n∑
i=1

prob(pi) log2 prob(pi) (15)

From a more practical perspective, the algorithm quantifies how much un-
certainty in M is reduced after splitting M on predictor pi. In our work, we
employ the Gain Ratio Feature Evaluation algorithm [108] implemented in the
Weka toolkit [49], which ranks p1, . . . , pn in descending order based on the
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contribution provided by pi to the decisions made by M . In particular, the out-
put of the algorithm is a ranked list in which the predictors having the higher
expected reduction in entropy are placed on the top. Using this procedure,
we evaluate the relevance of the predictors in the change prediction models
experimented, possibly understanding whether the addition of the intensity
index gives a higher contribution with respect to the structural metrics from
which it is derived (i.e., metrics used for the detection of the smells) or with
respect the other metrics contained in the models.

3.6 RQ4 - Combining All Predictors and Smell-Related Information

As a final step of our study, this research question has the goal to assess the
performance of a change prediction model built using a combination between
smell-related information and other product, process, and developer-related
features. To this aim, we firstly put all the independent variables considered
in the study in a single dataset. Then, we apply the variable removal procedure
based on the vif function (see Section 3.3.2 for details on this technique): in this
way, we were able to remove the independent variables that do not significantly
influence the performance of the combined model. Finally, we test the ability
of the newly devised model using the same procedures and metrics used in the
context of RQ1, i.e., F-measure and AUC-ROC, and statistically comparing
the performance of the considered models by means of the Scott-Knott ESD
test.

4 Analysis of the Results

In this section we report and sum up the results of the presented research
questions, discussing the main findings of our study.

Fig. 1: Overview of the value of F-measure among the models. Note that the starting value
of the y-axis is different based on the performance of the models.
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Table 7: Average number of true positives (TP), false positives (FP), true negatives (TN),
and false negatives (FN) output by the experimented change prediction models. Standard
deviation is reported in parenthesis.

SM SM+Ant. SM+Int.
TP FP TN FN TP FP TN FN TP FP TN FN

1305 (35) 369 (21) 616 (24) 172 (28) 1404 (54) 320 (18) 567 (21) 172 (25) 1530 (16) 129 (10) 688 (14) 115 (11)

PM PM+Ant. PM+Int.
TP FP TN FN TP FP TN FN TP FP TN FN

1527 (33) 246 (31) 369 (28) 320 (26) 1576 (31) 271 (27) 320 (23) 296 (22) 1872 (24) 172 (22) 246 (21) 172 (13)

DCBM DCBM+Ant. DCBM+Int.
TP FP TN FN TP FP TN FN TP FP TN FN

1650 (27) 271 (20) 320 (12) 222 (15) 1700 (42) 246 (33) 246 (16) 271 (13) 1823 (16) 148 (7) 296 (21) 197 (9)

Fig. 2: Overview of the value of AUC-ROC among the models. Note that the starting value
of the y-axis is different based on the performance of the models.

4.1 RQ1: To what extent does the addition of the intensity index as additional
predictor improve the performance of existing change prediction models?

Before describing the results related to the contribution of the intensity index
in the three prediction models considered, we report the results of the feature
selection process aimed at avoiding multi-collinearity. According to the results
achieved using the vif function [88], we remove FCH, LCH, WFR, ATAF,
CHD, LCD, CSBS, and ACDF from the process-based model [36], while we
do not remove any variables from the other baselines.

Figures 1 and 2 show the box plots reporting the distributions of F-Measure
and AUC-ROC achieved by the (i) basic models that do not include any smell-
related information - SM, PM, and DCBM, respectively; (ii) models including
the antipattern metrics - those having “+ Ant. Metrics” as suffix; and (iii)
models including the intensity index - those reporting “+ Int.” as suffix. To ad-
dress RQ1, in this section we discuss the performance of the intensity-including
models, while the comparison with the antipattern metrics-including models
is reported and discussed in Section 4.2. Note that for the sake of readability,
we only report the distribution of F-Measure rather than the distributions of
precision and recall; moreover, in Table 7 we report the confusion matrices
for the models built using structural, process, and developer-oriented metrics
as basic predictors: since our validation strategy, i.e., 100 times 10-fold val-
idation, required the generation of 1,000 confusion matrices for each release
and for each experimented model, we report average and standard deviation
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of the overall number of true positives, true negatives, false positives, and false
negatives for each model. Note that the fine-grained results of our analyses are
available in our online appendix [27].

Looking at Figure 1, we can observe that the basic model based on scat-
tering metrics (i.e., DCBM) tends to perform better than models built using
structural and process metrics. Indeed, DCBM [32] has a median F-Measure
5% and 13% higher than structural (67% vs 54%) and process (67% vs 62%)
models, respectively. This result confirms our previous findings on the power
of the developer-related factors in change prediction [28] as well as the results
achieved by Di Nucci et al. [32] on the value of the scattering metrics for the
prediction of problematic classes. As for the role of the intensity index, we
notice that with the respect to the SM, PM and DCBM model, the intensity
of code smells provides an additional useful information able to increase the
ability of the model in discovering change-prone code components. This is ob-
servable by looking at the performance in Figures 1 and 2. In the following, we
further discuss our findings by reporting our results for each prediction model
experimented.

Contribution in Structural-based Models. The addition of the intensity
index within the SM model enables the model to reach a median F-Measure of
60% and an AUC-ROC of 61%, respectively. Looking more in depth into the
results, we observe that the shapes of the box plots for the intensity-including
model appear less dispersed than the basic one, i.e., the smaller the shape,
the smaller the variability of the results. This means that the addition of the
intensity index makes the performance of the model better and more stable.
This is also visible by looking at the confusion matrices of the two models (Ta-
ble 7): the one referring to the intensity-including model (column “SM+Int.”)
has an high average number of true positives and a lower standard deviation
with respect to the baseline model, indicating that the addition of the smell-
related information can lead to better change prediction performance. The
same observation is true when considering true negatives, false positive, and
false negatives. An an example, let us consider the Apache-ant-1.3 project,
where the basic structural model reaches 50% precision and 56% recall (F-
Measure=53%), while the model that includes the intensity index has a preci-
sion of 61% and a recall of 66% (F-Measure=63%), thus obtaining an improve-
ment of 10%. The same happens in all the considered systems: based on our
findings, we can claim that the performance of change prediction models im-
proves when considering the intensity of code smells as additional independent
variable. The observations made above were also confirmed from a statistical
point of view. Indeed, the intensity-including prediction model consistently
appeared in the top Scott-Knott ESD rank in terms of AUC-ROC: this indi-
cates that its performance was statistically higher than the baselines in most
of the cases (40 projects out of 43).

Contribution in Process-based Models. Also in this case the addition
of the intensity index in the model defined by Elish et al. [36] improved its
performance with respect to the basic model (PM). The overall median value
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of F-Measure increased of 15%, i.e., F-Measure of PM + Int. is 77% while that
of PM is 62%. In this case, the intensity-including model can increase both
precision and recall with respect to the basic model. This is, for instance, the
case of Apache Ivy 2, where PM reaches 61% of precision and 49% of recall;
by adding the intensity index, the prediction model increases its performances
to 76% (+15%) in terms of precision and 77% (+28%) of recall, demonstrating
that a better characterization of classes having design problems can help in
obtaining more accurate predictions. The higher performance of the intensity-
including models is mainly due to the better characterization of true positive
instances (see Table 7). The statistical analyses confirm the findings: the like-
lihood to be ranked at the top by the Scott-Knott ESD test is always higher
for the model including the intensity index, thus we can claim that the per-
formance of the intensity-including model is statistically higher than the basic
model over all the considered systems.

Contribution in Developer-Related Model. Finally, the results for this
type of model are similar to those discussed above. Indeed, the addition of the
intensity in DCBM [32] enables the model to reach a median F-Measure of
75% and an AUC-ROC of 74%, respectively. Compare to the standard model,
“DCBM + Int.” performs better (i.e., +7% in terms of median F-Measure and
+6% in terms of median AUC-ROC). For instance, in the Apache Synapse

1.2 project the “DCBM + Int.” obtains values for F-Measure and AUC-
ROC 12% and 13% higher than DCBM, respectively. The result holds for all
the systems in our dataset, meaning that the addition of the intensity always
provides improvements with respect to the baseline. The Scott-Knott ESD test
confirms our observations from a statistical point of view. The likelihood of
the intensity-including model to be ranked at the top is always higher than the
other models. Thus, the intensity-including model is statistically superior with
respect to the basic model over all the considered projects. From the analysis
of Table 7 we can confirm the improved stability of the intensity-including
model, which presents a lower standard deviation as well as a higher number
of true positive instances identified.

RQ1 - To what extent does the intensity index improve the per-
formance of existing change prediction models? The addition of the
intensity index [97] as a predictor of change-prone components increases
the performance of the baseline change prediction models in terms of both
F-Measure and AUC-ROC by up to 10%, i.e., up to 87 actual change-prone
classes with respect to the baseline models. This is confirmed statistically.

4.2 RQ2: How does the model including the intensity index as predictor
compare to a model built using antipattern metrics?

From RQ1, we observe that the addition of the intensity index within state
of the art techniques can improve their performance. Nevertheless, the second
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research questions aimed at evaluating whether the smell intensity index is a
better predictor of change proneness than other smell related information, in
particular, the antipattern metrics defined by Taba et al. [128]. For this reason,
we compared the models including the intensity index with those including
the antipattern metrics. The boxplots which summarize this comparison are in
Figures 1 and 2, while average and standard deviation related to the confusion
matrices are available in Table 7.

Table 8: Overlap analysis between the model including the intensity index and the model
including the antipattern metrics.

Models
Int. ∩ Int. \ Ant. \
Ant.% Ant.% Int.%

SM [151] 43 35 22
PM [36] 47 38 15
DCBM [32] 44 31 25

Comparison in Structural-based Models. As reported in the previous
section, the intensity-including model has a median F-Measure of 60% and an
AUC-ROC of 61%. When compared against the antipattern metrics-including
model, the intensity-including one still performs better (i.e., +4% in terms
of median F-Measure and +7% in terms of median AUC-ROC). More in de-
tail, we notice that the performance of the antipattern-including model is just
slightly better than the basic model in terms of F-Measure (56% vs 54%); more
interesting, the AUC-ROC of the “SM + Ant. Metrics” model is lower than
the basic one (53% vs 55%). From a practical perspective, these results tell us
that the inclusion of the antipattern metrics only provides slight improvement
with respect to the number of actual change-prone classes identified, but at the
same time, we cannot provide benefits in the robustness of the classifications.
Moreover, the confusion matrices of “SM + Ant. Metrics” and “SM” models
shown in Table 7 are similar: this confirms that the addition of the antipattern
metrics cannot provide major benefits to the baseline.

In the comparison between the ”SM + Ant. Metrics” and the ”SM + Int.”
models, we observe that the performance of the former is always lower than
the one achieved by the latter (considering the median of the distributions,
-4% of F-Measure and -8% of AUC-ROC). This indicates that the intensity
index can provide much higher benefits in change prediction than existing
metrics that capture other smell-related information. The statistical analysis
confirmed the superiority of the intensity-including models, which are always
ranked better than the antipattern-including ones. While the models including
the antipattern metrics have worse performances than the models including
the intensity index in some cases, the antipattern metrics defined by Taba et
al. [128] can give orthogonal information with respect to the intensity index,
opening the possibility to obtain better performance still by considering both
metric types. Our claim is supported by the overlap analysis shown in Table 8
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and computed on the set of change-prone and smelly classes correctly classified
by the two models. While 43% of the instances are correctly classified by
both the models, a consistent portion of instances are classified only by SM
+ Int. model (35%) or by the model using the antipattern metrics (22%).
Consequently, this means that the smell-related information taken into account
by the ”SM + Int.” and ”SM + Ant. Metrics” models are orthogonal.

Comparison in Process-based Models. The median F-Measure of the
intensity-including model is 77%, i.e., +15% with respect to the basic model.
As for the model that includes the antipattern metrics, we notice that it pro-
vides improvements when compared to the basic one. However, such improve-
ments are still minor in terms of F-Measure (64% vs 62%) and thus we can
confirm that the addition of the metrics proposed by Taba et al. [128] does
not provide a substantial boost in the performance of basic change prediction
models. Similarly, the model based on such metrics is never able to outperform
the performance of the intensity-including one, being its F-measure 13% lower
than the F-measure of the the model including the intensity index. The sta-
tistical analyses confirmed these findings. Indeed, the likelihood to be ranked
at the top by the Scott-Knott ESD test is always higher for the model includ-
ing the intensity index. At the same time, the model including the antipattern
metrics provides a slight statistical benefits than the basic one (they are ranked
in the same cluster in 88% of the cases). Also in this case we found an interest-
ing orthogonality between the set of change-prone and smelly classes correctly
classified by“PM + Int.” and by the “PM + Ant. Metrics” (see Table 8),
i.e., the two models correctly capture the change-proneness of different code
elements.

Comparison in Developer-Related Model. When comparing the perfor-
mance of “DCBM + Int.” with the model that includes the antipattern metrics
[128], we observe that the F-Measure of the former is on average 6% higher
than the latter; the better performance of the intensity-including model is also
confirmed when considering the AUC-ROC, which is 4% higher. The Scott-
Knott ESD test confirms our observations, as (i) the intensity-including model
has statistically higher performance than the baseline and (ii) the antipattern
metrics-including models are confirmed to provide statistically better perfor-
mance than the basic models in 67% of the considered systems. Nevertheless,
also in this case we found an orthogonality in the correct predictions done by
these two models (see Table 8): only 44% of instances are correctly caught by
both the models, while 31% of them are only captured by “DCBM + Int.”
and 25% only by “DCBM + Ant. Metrics”.

RQ2 - How does the model including the intensity index as pre-
dictor compare to a model built using antipattern metrics? The
prediction models that include the antipattern metrics [128] have lower per-
formance than the intensity-including models, while perform slightly (but
statistically) better than the basic models. We observe some orthogonal-



Improving Change Prediction Models with Code Smell-Related Information 29

ity between the set of change-prone and smelly classes correctly classified
by the models that include intensity index and the models with antipat-
tern metrics, which highlights the possibility to achieve higher performance
through a combination of smell-related information.

4.3 RQ3: What is the gain provided by the intensity index to change
prediction models when compared to other predictors?

In this section we analyze the results of Gain Ratio Feature Evaluation algo-
rithm [108] in order to understand how important the predictors composing
the different models considered in this study are, with the aim to evaluate the
predictive power of the intensity index when compared to the other predictors.

Table 9 shows the gain provided by the different predictions employed in
the structural metrics-based change prediction model, while Table 10 reports
the results for the process-based model and Table 11 those for the DCBM
model. In particular, the tables report the ranking of the predictors based on
their importance within the individual models. The value of the mean and
the standard deviation (computed by considering the results obtained on the
single systems) represent the expected reduction in entropy caused by parti-
tioning the prediction model according to a given predictor. In addition, we
also provide the likelihood of the predictor to be in the top-rank by the Scott-
Knott ESD test, i.e., the percentage of times a predictor is statistically better
than the others. The following subsections discuss our findings considering
each prediction model individually.

Table 9: Gain Provided by Each Metric To The SM Prediction Model.

Metric Mean St. Dev.
SK-ESD

Likelihood
CBO 0.66 0.09 82
RFC 0.61 0.05 77
Intensity 0.49 0.13 75
LOC 0.44 0.11 55
LCOM 3 0.43 0.12 51
Antipattern Complexity Metric 0.42 0.12 41
Antipattern Recurrence Length 0.31 0.05 32
Average Number of Antipatterns 0.22 0.10 21
DIT 0.13 0.02 3

Gain Provided to Structural-based Models (SM). The results in Ta-
ble 9 show that Coupling Between Objects (CBO) is the metric having the
highest predictive power, with an average reduction of entropy of 0.66 and
a standard deviation of 0.09. The Scott-Knott ESD test statistically confirms
the importance of the predictor, since the information gain given by the metric
is statistically higher than other metrics in 82% of the cases. It is worth noting
that this result is in line with previous findings in the field [12, 45, 97, 151]
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which showed the relevance of coupling information for the maintainability of
software classes. Looking at the ranking, we also notice that Response For a
Class (RFC), Lines of Code (LOC), and Lack of Cohesion of Methods (LCOM
3) appear to be relevant. On the one hand, this is still in line with previous
findings [12, 97, 151]. On the other hand, it is also important to note that
our results indicate that code size is important for change prediction. In par-
ticular, unlike the findings by Zhou et al. [151] on the confounding effect of
size, we discovered that LOC can be an important predictor to discriminate
change-prone classes. This may be due to the large dataset exploited in this
study, which allows a higher level of generalizability. The Scott-Knott ESD
test confirm that these metrics are among the most powerful ones.

As for the variable of interest, i.e., the intensity index, we observe that it is
the feature providing the third highest gain in terms of reduction of entropy, as
it has a value of Mean and Standard Deviation of 0.49 and 0.13, respectively.
Looking at the results of the statistical test, we observed that the intensity
index is ranked on the top by the Scott-Knott ESD in 49% of the cases: this
indicates that the metric is statistically more relevant than the other predictors
in almost half of the projects. These findings lead to two main observations.
In the first place, the intensity index has a high predictive power and, for this
reason, can provide high benefits for the prediction of change-prone classes (as
also observed in RQ1). Secondly, and perhaps more interesting, the intensity
index can be more powerful than other structural metrics from which it is
derived: in other words, a metric mixing together different structural aspects
to measure how severe a code smell is, seems to be more meaningful than the
individual metrics used to derive the index.

As for the antipattern metrics, we observe that all of them appear to be
less relevant than the intensity index. This is in line with the results of RQ2,
where we have shown that adding them to change prediction models results
in a limited improvement with respect to the baseline. At the same time, it is
worth noting that ACM (i.e., Antipattern Complexity Metric) may sometimes
provide a notable contribution. While the average gain is 0.42, the standard
deviation is 0.12: this means that the entropy reduction can be up to 0.54, as in
the case of the Apache-synapse-2.3. This result suggests that this metric has
some potential for effectively predicting the change-proneness of classes. The
other two antipattern metrics, i.e., Average Number of Antipatterns (ANA)
and Antipattern Recurrence Length (ARL), instead, provide a mean entropy
reduction of 0.31 and 0.22, respectively, with a standard deviation that is never
above 0.1. Thus, their contribution is lower than ACM. The Scott-Knott ESD
test statistically confirms those findings: indeed, ACM was a top predictor in
41% of the datasets, as opposed to ANA and ARL metrics which appear as
statistically more powerful than other metrics in only 32% and 21% of the
cases, respectively. We conclude that ACM is statistically more valuable and
relevant than the other antipattern metrics. Finally, Depth Inheritance Tree is
the least powerful metrics in the ranking, and the Scott-Knott ESD test ranks
it at the top in only 3% of the cases.
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Table 10: Gain Provided by Each Metric To The PM Prediction Model.

Metric Mean St. Dev.
SK-ESD

Likelihood
BOC 0.56 0.05 75
FRCH 0.55 0.06 64
Intensity 0.44 0.08 61
WCD 0.42 0.11 55
Antipattern Complexity Metric 0.41 0.04 54
LCA 0.33 0.07 33
CHO 0.28 0.03 31
Antipattern Recurrence Length 0.24 0.05 25
Average Number of Antipatterns 0.09 0.03 2
CSB 0.07 0.01 1
TACH 0.02 0.01 1

Gain Provided to Process-based Models (PM). Regarding the process
metric-based model considered in this study, the results are similar to the
structural model. Indeed, from Table 10 we observe that the intensity index
has a mean entropy reduction of 0.44 and it is a top predictor in 61% of
the projects. According to the information gain algorithm, it is the third most
powerful feature of the model, ranked after the Birth of a Class and Frequency
of Changes metrics. On the one hand, this ranking is quite expected, as the top
two features are those which fundamentally characterize the notion of process-
based change prediction (PM) proposed by Elish et al. [36]. On the other hand,
our findings report that the intensity index can be orthogonal with respect to
the process metrics present in the model, i.e., a structural-based indicator
is orthogonal with respect to the other basic features. As for the antipattern
metrics, ACM was within the top predictors in 54% of the projects, while ANA
and ARL are top predictors in 25% and 2% of the dataset, respectively: this
result confirms that ACM has a statistically higher predictive power than the
other antipattern metrics. At the bottom of the ranking there are other basic
metrics like Changes since the Birth and Total Amount of Changes: this is in
line with previous findings [28] reporting that the overall number of previous
changes cannot properly model the change-proneness of classes.

Table 11: Gain Provided by Each Metric To The DCBM Prediction Model.

Metric Mean St. Dev.
SK-ESD

Likelihood
Semantic Scattering 0.76 0.07 95
Intensity 0.74 0.05 94
Structural Scattering 0.72 0.05 91
Antipattern Complexity Metric 0.66 0.04 78
Antipattern Recurrence Length 0.31 0.02 44
Average Number of Antipatterns 0.11 0.03 21

Gain Provided to Developer-related factors. Looking at the ranking of
the features of the DCBM model, we can still confirm the results discussed
so far. Indeed, the intensity index is the second most relevant factor, ranked
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after the semantic scattering: its mean is 0.74, and the Scott-Knott ESD test
indicates the intensity index as top predictor in 94% of the considered projects.
It is interesting to note that the intensity index provides a higher contribution
than the structural scattering, indicating that the combination from which it is
derived can provide a higher entropy reduction with respect to a metric based
on the structural distance of the the classes touched by developers in a certain
time window. Regarding the antipattern metrics, the results are similar to
those of the other models considered; the ACM provided a mean information
gain of 0.66, being ranked at top predictors in 78% of the dataset. Instead, the
means for ARL and ANA are lower (0.31 and 0.11, respectively): these are the
least important features.

As a more general observation, it is worth noting that the values of mean
information gain of both the intensity index and ACM are much high (≈0.20
more) for this model when compared to the structural- and process metrics-
based models. As such, those metrics can provide a much high information
than the other models: this can be due to the limited number of features
employed by this model, which makes the additional metrics more useful to
predict the change-proneness of classes.

All in all, we confirm that the intensity index is a relevant feature for all the
change prediction models considered in the study, together with ACM from the
group of antipattern metrics. This possibly highlights how their combination
could provide further improvements in the context of change prediction.

RQ3 - What is the gain provided by the intensity index to change
prediction models when compared to other predictors? The inten-
sity index is a relevant predictor for all the considered prediction models
(0.49 for SM, 0.44 for PM, and 0.74 DCBM respectively). At the same time,
a metric of complexity of the change process involving code smells provides
further additional information, highlighting the possibility to obtain even
better change prediction performance when mixing different smell-related
information.

4.4 RQ4: What is the performance of a combined change prediction model
that includes smell-related information?

The results achieved in the previous research questions highlight the possi-
bility to build a combined change prediction model that takes into account
smell-related information besides the structural, process, and developer-related
metrics. For this reason, in the context of RQ4, we assess the feasibility of
a combined solution and evaluate its performance with respect to the results
achieved by the models experimented in RQ1 and RQ2. As explained in Sec-
tion 3, to come up with the combined model we firstly put together all the
features of the considered models and then apply a feature selection algo-
rithm to discard irrelevant features. Starting from an initial set of 18 metrics,
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this procedure discards DIT, CSB, TACH, and ANA. Thus, the combined
model comprises 14 metrics: besides most of the basic structural, process, and
developer-related predictors, the model includes three smell-related metrics,
namely (i) intensity index, (ii) ACM, and (iii) ARL.

Fig. 3: Overview of the value of F-Measure and AUC-ROC of the Combined Model. Note
that the starting value of the y-axis is different based on the performance of the models.

Table 12: Average number of true positives (TP), false positives (FP), true negatives (TN),
and false negatives (FN) output by the devised combined model and comparison with the
best change prediction models coming from RQ1 and RQ2. Standard deviation is reported
in parenthesis.

Combined SM+Int.
TP FP TN FN TP FP TN FN

2192 (59) 74 (12) 123 (16) 74 (15) 1530 (16) 129 (10) 688 (14) 115 (11)

PM+Int. DCBM+Int.
TP FP TN FN TP FP TN FN

1872 (24) 172 (22) 246 (21) 172 (13) 1823 (16) 148 (7) 296 (21) 197 (9)

Figure 3 shows the boxplots reporting the distributions of F-Measure and
AUC-ROC related to the smell-aware combined change prediction model. To
facilitate the comparison with the models exploited in the context of RQ1

and RQ2, we also report boxplots depicting the best models coming from our
previous analyses, i.e., SM + Int., PM + Int., and DCBM + Int.. Moreover,
Table 12 reports average and standard deviation of the overall number of true
positives (TP), false positives (FP), true negatives (TN), and false negatives
(FN) given as output by the combined model as well as by the baselines.

Looking at the results, the combined model has better performance than all
the baselines. The median F-Measure reaches 88%, being 18%, 11%, and 13%
more accurate than SM + Int., PM + Int., and DCBM + Int., respectively.
This is also true for the AUC-ROC, where the combined model achieves 10%
better performances than the basic models that include the intensity. As an
example, in the Apache Xalan 2.5 project the best stand-alone model (the
“SM + Int” in this case) has an F-Measure close to 73%, while the mixture
of features provided by the combined model enables to reach an F-Measure
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of 93%. As expected, the results are statistically significant, as the combined
smell-aware change prediction model appears in a top Scott-Knott ESD rank
in 98% of the cases.

On the one hand, these results confirm previous findings on the importance
to combine different predictors of source code maintainability [28, 31]. On the
other hand, we can claim that smell-related information [97, 128] improves
the capabilities of change prediction models, allowing them to perform better
than other existing models.

RQ4 - What is the performance of a combined change predic-
tion model that includes smell-related information? The devised
smell-aware change prediction model performs better than all the baselines
considered in the paper, with an F-Measure up to 20% and AUC ROC up
to 10%.

5 Discussion and Threats to Validity

The results of our research questions highlight some relevant findings that
need to be further discussed, especially with respect to their relevance in a
practical use case scenario. Moreover, our findings might be biased by some
aspects whose mitigation is subject of discussion in this section.

5.1 Discussion and practical usage of our change prediction model

Our results demonstrate that smell-related information can be used within
existing change prediction models to improve the accuracy with which they
identify classes more likely to be modified by developers in the future. As a
first discussion point, it is worth noting that the performance obtained by the
baseline models exploiting individual product, process, or developer-oriented
predictors are in line with those reported in recent work [28]: indeed, this
aspect indicates that our methodology led to results comparable with those
achieved in literature with respect to the performance of different types of
change prediction models, thus (i) validating the methodological choices we
adopt in this work and (ii) confirming previous findings in the field [28, 36, 151];
moreover, we notice that the improvements obtained by means of the addition
of smell-related information have led to the definition of better prediction
models, thus suggesting the importance of code smells for the problem of
interest and confirming the empirical studies previously conducted on their
role on the change-proneness of classes [63, 96].

The findings reported in our work have two main practical implications
and applications. First of all, the output of the proposed change prediction
model can be adopted by developers to keep track of change-prone classes:
this can be relevant to create awareness among developers about the classes
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that, for some reasons, tend to change frequently and that possibly hide design
issues that should be solved. We believe that the output of our technique can
provide developers with a tool able to spot problems within source code before
their actual occurrence, giving to them early indications on the classes to be
maintained and/or improved with respect to their quality.

It is important to note that change-prone classes are those source code
elements that, for some reasons, are more likely to be modified in the future
maintenance and evolution activities of a software project. As an example,
change-prone classes must not be confused with bug-prone code elements.
Indeed, these two sets might have some relationships, but they still remain
conceptually disjoint. On the one hand, bug-proneness indicates source code
that is more likely to have bugs in a close future: as such, the fact that a
class has bugs does not imply that it changes more often, moreover, there
are some defects that are fixed before they ever lead to a fault. On the other
hand, bug-prone classes might also be change-prone (i.e., changes are made to
correct faults), however bug fixing activities do not represent the only reason
for changes, as classes might change due to different software evolution tasks
(e.g., implementation of new change requests), so bugs are only one of the
many reasons for change. Thus, change- and bug-proneness of classes might
have some relation, but are not the same. To have a comprehensive overview
of the causes of change-proneness of a class, in this work we taken into account
baseline change prediction models based on different sets of basic predictors,
i.e., product, process, and developer-based metrics, that are able to capture
different state of the art evolutionary aspects of source code classes.

Besides creating awareness, the devised change prediction model can be di-
rectly integrated within developers’ software analytics dashboards (e.g., Biter-
gia4). This integration may enable a continuous feedback mechanism that al-
lows developers the immediate identification of the source code classes that are
more likely to change in the future. Such feedback can be then used by devel-
opers as input for performing preventive maintenance activities before putting
the code into production: for instance, in a continuous integration (CI) sce-
nario [17], developers might want to refactor the code before the CI pipeline
starts to avoid warnings given by static analysis tools [141, 142, 16, 18]. Sim-
ilarly, our change prediction model might be useful for project managers in
order to properly schedule maintenance operations: more specifically, they can
exploit the feedback given on the classes that are more likely to change in
the future to better plan when, where, and how to perform refactoring, code
review, or testing activities and improve the overall quality of the source code.
We believe that the proposed change prediction model can be effectively used
to continuously provide feedback and recommendations, thus allowing devel-
opers and project managers to schedule and apply modifications leading to
source code improvement.

4 https://bitergia.com
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5.2 Threats to Validity

In this section we discuss possible threats affecting our results and how we
mitigated them.

5.2.1 Threats to Construct Validity

Threats to construct validity are related to the relationship between theory
and observation. In our study, a first threat is related to the independent
variables used and the dataset exploited: the selection of the variables to use as
basic predictors might have influenced our findings. To mitigate such a threat,
we selected state of the art change prediction models based on a different
set of basic features, i.e., structural, process, and developer-related metrics,
that capture different characteristics of source code. The selection was mainly
driven by recent results [28] that showed that the considered models are (i)
accurate in the detection of the change-proneness of classes and (ii) orthogonal
to each other, thus correctly identifying different sets of change-prone classes.
All in all, this selection process has enabled us to test the contribution of
smell-related information in different contexts.

A second threat is related to the dataset exploited, and in particular to its
reliability as source of actual change prediction components. In this regard, we
first relied on a publicly available dataset [56] and, on top of this, we computed
product, process, and developer-oriented metrics employing publicly available
tools. It is important to note that an important threat would have been related
to the alignment between the dataset already available and the classes on which
the additional metrics have been computed: to mitigate it, we have excluded
inner-classes and only took into account the meta-information available in the
original dataset provided by Jureczko and Madeyski [56], which provides the
full qualifiers of all classes of the considered systems (for all the releases).
As for the dependent variable, we have relied on ChangeDistiller [38] to
classify change-prone and non-change-prone classes: despite its accuracy, it
is worth noting that this tool does not detect changes in the documentation
(i.e., comments): while this could have under-estimated the change-proneness
of some classes, changes exclusively targeting the documentation likely do not
modify the behavior of a method/class and are not related to maintainability
reasons [57]. Thus, we are still confident to have properly estimated the change-
proneness of the classes in our dataset.

More in general, the definition of the problem is represented by a binary
classification based on ordinal rank. Such a definition assures that both depen-
dent and independent variables are project-dependent. Specifically, the defini-
tion of change-proneness is based on the number of changes that the classes
of a certain project underwent over their history. As a consequence, also the
ranking is deemed to be project-dependent since the change-proneness of the
classes depends on their individual number of changes. Similarly, most of the
independent variables are locally dependent: product metrics are computed
on single classes, while process metrics are computed on the basis of the his-
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tory of individual classes. The only exception is related to the developer-based
metrics: they are indeed computed on the basis of the activities made by a
certain developer on a certain project. We do not consider the activities of a
developer made on different projects, i.e., a developer might contribute to dif-
ferent projects, and this might bias the computation of the scattering metrics.
However, this likely represents a corner-case rather than a common one.

We adopted JCodeOdor [41] to identify code smells and assign to them
a level of intensity: the choice of the detector could have biased our observa-
tions. To mitigate this possible threat, JCodeOdor was selected based on
the results of previous experiments which obtained a high accuracy, i.e., F-
measure = 80%, on the same dataset [97]. Nevertheless, the tool still identifies
154 false positives and 94 false negatives among the 43 considered systems:
such imprecisions might have substantially biased the interpretation of the re-
ported results. To deal with it and make the set of code smells as close as
possible to the ground truth, in our study we manually analyzed the output of
JCodeOdor in order to (i) set to zero the intensity index of the false positive
instances, and (ii) discard the false negatives, i.e., the instances for which we
could not assign an intensity value. However, since this manual process is not
always feasible, we have also evaluated the effect of including false positive and
false negative instances in the construction of the change prediction models.
More specifically, we re-ran the analyses performed in Section 3 and validated
the performance of the experimented models when including the false positive
instances using the same metrics used to assess the performance of the other
prediction models (i.e., F-Measure and AUC-ROC). Our results report that
these models always perform better than other models that do not include any
smell-related information, while they are slightly less performing (-3% in terms
of median F-Measure) than those built discarding the false positive instances.
At the same time, we have evaluated the impact of including false negative in-
stances. Their intensity index is, by definition, equal to zero: as a consequence,
they are considered in the same way as non-smelly classes. The results of our
analyses show that the intensity-including models still produce better results
than the baselines, as they boosted their median F-Measure of ≈4%. At the
same time, we have observed a decrement of 2% in terms of F-Measure with
respect to the performance obtained by the prediction models built discard-
ing false negatives. As a final step, we have also considered the case where
both false positives and false negatives are incorporated in the experimented
models. Our findings report that the Basic + Intensity models have a median
F-Measure 2% lower than the models where the false positive and false nega-
tive instances were filtered out. At the same time, they were still better than
the basic models (median F-Measure=+6%). Thus, we can conclude that a
fully automatic code smell detection process still provides better performance
than existing change prediction models. In our opinion, this result is extremely
valuable as it indicates that practitioners can adopt automatic code smell de-
tectors without the need of manually investigating the candidates they give as
output.
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The choice of considering code smell severity rather than the simple pres-
ence/absence of smells is driven by the conjecture that the severity can give
a more fine-grained information on how much a design problem is harmful for
a certain source code class: however, it would still be possible that a simpler
modeling of the problem would have led to better results. To verify whether
our conjecture is actually correct or not, we have conducted a further analy-
sis aimed at establishing the performance of the experimented models where
considering a boolean value reporting the presence of code smells rather than
their intensity. As expected, our findings are that the models relying on the
intensity are more powerful than those based on the boolean indication of the
smell presence. This further confirms the idea behind this paper, i.e., code
smell intensity can improve change-proneness prediction.

Finally, it is important to remark that our observations might still have
been threatened by the presence of code smell co-occurrences [98, 147], which
might have biased the intensity level of the smelly classes of our dataset. While
on average only 8% of the classes in our dataset contained more code smells,
the validity of our conclusions is still limited to the considered code smells,
i.e., we cannot exclude that other code smell types not considered in this study
co-occurred with those we have investigated. Therefore, further investigations
into the role of code smell co-occurrences would be desirable.

5.2.2 Threats to Conclusion Validity

Threats to conclusion validity refer to the relation between treatment and out-
come. A first threat in this category concerns the evaluation metrics adopted
to interpret the performance of the experimented change prediction models. To
mitigate the interpretation bias, we computed well-established metrics such as
F-Measure and AUC-ROC and statistically verified the differences in the per-
formance achieved by the different experimented models using the Scott-Knott
ESD statistical test [133]. In this regard, we took into account the problem of
data normality: over our dataset, the Shapiro-Wilk test of normality [116] gives
an output a ρ-value higher than the threshold of 0.05 for all the considered
independent variables, meaning that the data is not normally distributed. As
a consequence, we relied on the Scott-Knott ESD, which does not assume a
normally-distributed data. Moreover, we have also taken the comments made
by Herbold [54] into account on the original implementation of the Scott-Knott
ESD difference test with respect to the normality correction it applies; in par-
ticular, we have exploited version v1.2.2 of the algorithm, that contains the
latest implementation where the normality correction is properly applied. This
test allowed us to measure the importance of predictors into the model from
a statistical point of view; indeed, the higher the value given by the test to
a certain variable (from 1 to 100%), the higher the statistical importance of
that variable in correctly predicting the change-proneness of classes [133].

A second threat is related to the methodology adopted to measure how much
the intensity index has improved the performance of change prediction models.
Similar to previous work [97], we have analyzed to what extent the intensity
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index is important with respect to the other metrics by analyzing the gain
provided by the addition of the severity measure in the model. In this way, we
could assess the performance of the models with and without the variable of
interest, thus assessing the actual gain given by it.

Another threat to the validity that might have possibly affected our con-
clusions is related to the selection of the threshold used when discarding non-
relevant independent variables thought the Vif function [88]. Such a selection
has been under debate for a long time [114], without a clear and established
outcome [88]. In the context of our study, we employed the function imple-
mented in the R toolkit: as explained in the documentation of the package5,
the R implementation of the Vif function is based on the square of the multi-
ple correlation coefficient resulting from regressing a predictor variable against
all other predictor variables. If a variable has a strong linear relationship with
at least one other variable, the correlation coefficient would be close to 10, and
Vif for that variable would be large. The R toolkit, as well as other previous
works [35, 149], recommend to use a threshold higher than 10, as a Vif assum-
ing higher values is a signal that the model has a collinearity problem. Thus,
while some previous work in software engineering adopted different thresh-
olds [24, 121, 152], e.g., 2.5, we followed the guidelines provided by previous
literature and by the specific statistic tool exploited.

Finally, there is a threat related to the relation between cause and effects.
In particular, while we found certain relationships between independent and
dependent variables, we cannot exclude that metrics that we did not take into
account might have had an effect on our findings. For example, as reported
by Olbrich et al. [86], certain types of smelly classes are not necessarily more
change/defect prone after that size is taken into account: to mitigate such an
issue, we have taken into account a wide set of independent variables that have
been previously studied and assessed as highly effective for change prediction
purposes. However, the addition of other variables in the model might still have
an impact on our findings and, therefore, we encourage further replications
of our study to shed lights on possible additional factors influencing change
prediction. Similarly, the application of the proposed change prediction model
to other domains having substantially different characteristics with respect to
those analyzed herein may lead to different conclusions and, therefore, would
deserve further analyses.

5.2.3 Threats to External Validity

Threats in this category mainly concern the generalization of results. A first
threat is related to the heterogeneity of the dataset exploited in the study. In
this regard, we have analyzed a large set of 43 releases of 14 software systems
of an ecosystem in particular, i.e., the Apache Software Foundation. We
are aware that this can threaten the generalizability of the results; however
the considered projects are different in terms of application domain, size, and

5 https://www.rdocumentation.org/packages/usdm/versions/1.1-18/topics/vif
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age. Of course, further analyses targeting different systems and/or ecosystems
would be beneficial to corroborate the findings observed on our dataset.

Another threat in this category regards the choice of the baseline models, as
they might not represent the state of the art in change prediction. To mitigate
this potential problem, we have evaluated the contribution of the smell-related
information in the context of change prediction models widely used in the past
[28, 36, 151] that take into account predictors of different nature, i.e., product,
process, and developer-related metrics. However, we are aware that our study
is based on systems developed in Java only, and therefore future investiga-
tions aimed at corroborating our findings on a different set of systems would
be worthwhile. At the same time, we are aware that a possible generalizability
issue is related to the transportability of the proposed model to other do-
mains, e.g., High Performance Computing or Embedded systems, which might
have different constraints on memory, cache utilization, or parallelization with
respect to the systems considered in this study. While a re-calibration of our
model in those contexts would surely be a valid option, further methodological
decisions might have to be addressed and/or reconsidered to properly adopt
the model in other contexts.

6 Conclusion

Based on previous findings [63, 96] that report the impact of code smells
on the change-proneness of classes, in this paper investigated the impact of
smell-related information for the prediction of change-prone classes. We first
conducted a large empirical study on 43 releases of 14 software systems and
evaluated the contribution of the intensity index proposed by Arcelli Fontana
et al. [5] within existing change prediction models based on product- [151],
process-[36], and developer-related [32] metrics. We also compared the gain
provided by the intensity index with the one given by the so-called antipat-
tern metrics [128], i.e., metrics capturing historical aspects of code smells.
The results indicated that the addition of the intensity index as a predictor of
change-prone components increases the performance of baseline change pre-
diction models by an average of 10% in terms of F-Measure (RQ1). Moreover,
the intensity index can boost the performance of such models more than state
of the art smell-related metrics such as those defined by Taba et al. [128], even
though we have observed an orthogonality between the models exploiting dif-
ferent information on code smells (RQ2). Based on these results, we built a
combined smell-aware change prediction model that takes into account prod-
uct, process, developer- and smell-related information (RQ4). The results show
that the combined model provides a consistent boost in terms of F-Measure,
which improve up to 20%.

Our findings represent the main input for our future research agenda: we
first aim at further testing the usefulness of the devised model in an industrial
setting. Furthermore, we plan to perform a fine-grained analysis into the role
of each smell type independently in the change prediction power. Additionally,
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we plan to investigate the feasibility of making change prediction models more
useful for developers by defining novel summarization mechanisms able to
output a summary reporting the likely reasons behind the decisions taken by
the change prediction model, thus explaining why a certain class is more likely
to be modified. Finally, we aim at studying the effect of change prediction
models in practice with respect to their usefulness in improving the allocation
of resources devoted to preventive maintenance operations.

Acknowledgment

The authors would like to thank the anonymous reviewers for the detailed
and constructive comments on the preliminary version of this paper, which
were instrumental to improving the quality of the work. Fabio Palomba was
partially supported by the Swiss National Science Foundation (SNSF) through
the Project no. PP00P2 170529.

References

1. Abbes M, Khomh F, Gueheneuc YG, Antoniol G (2011) An empiri-
cal study of the impact of two antipatterns, blob and spaghetti code,
on program comprehension. In: Software maintenance and reengineering
(CSMR), 2011 15th European conference on, IEEE, pp 181–190

2. Abdi M, Lounis H, Sahraoui H (2006) Analyzing change impact in object-
oriented systems. In: 32nd EUROMICRO Conference on Software Engi-
neering and Advanced Applications (EUROMICRO’06), IEEE, pp 310–
319

3. Ammerlaan E, Veninga W, Zaidman A (2015) Old habits die hard: Why
refactoring for understandability does not give immediate benefits. In:
Proceedings of the 22nd International Conference on Software Analysis,
Evolution and Reengineering (SANER), IEEE, pp 504–507

4. Aniche M, Treude C, Zaidman A, van Deursen A, Gerosa M (2016) Satt:
Tailoring code metric thresholds for different software architectures. In:
2016 IEEE 16th IEEE International Working Conference on Source Code
Analysis and Manipulation (SCAM), pp 41–50

5. Arcelli Fontana F, Ferme V, Zanoni M, Roveda R (2015) Towards a pri-
oritization of code debt: A code smell intensity index. In: Proceedings of
the Seventh International Workshop on Managing Technical Debt (MTD
2015), IEEE, Bremen, Germany, pp 16–24, in conjunction with ICSME
2015

6. Arcelli Fontana F, Mäntylä MV, Zanoni M, Marino A (2016)
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